Notes from actual conference call with Woody Sherman (WS) at Schrodinger

Thu, Mar 14, 2013, 4:00 – 4:30pm 

Main message:

· Our replication of the data from the two papers is acceptable.  Correlations of r2 ~ 0.3 are what is expected, on average, from MM-GBSA.   Software changes, model changes and selection of best data from the papers may have caused the differences in correlation.  In general, the r2 > 0.6 correlation is a best case scenario.  The MM-GBSA technique is not expected to perform this well in an average case, but it is still better than almost no correlation with standard docking scores alone.

· Glide and MM-GBSA can be very sensitive to starting conformations.

· There is still a lot of skill, experience and art required to do the docking and scoring.

· Simple molecular dynamics schemes do not improve results over docking and MM-GBSA.  The papers I reviewed all use these simpler MD techniques with sirtuins.  More sophisticated and computationally intensive techniques, such as perturbation methods may improve results, but are not amenable to screening large data sets.   We do not have time to do this before the conference.
Continued work:

· Proceed as planned with projects 1 and 2.  

· Do not use MD.  

· Our replication of the data from the previous papers was acceptable.  We can proceed to use these methods for our system.  

· We should lower our expectations of such high correlations between experiment and MM-GBSA.  A correlation of 0.3 to 0.4 is considered a descent result.  

· Induced fit docking, MM-GBSA can be used with non co-crystallized x-ray structures.  But, it may require a lot of knowledge to properly prepare this structure (recall issues with docking NAD+).  Also, comparison of MM-GBSA scores are very difficult between different conformations of receptor.  
Discussion notes:

· Recall:  the two papers report high correlations ( r^2 > 0.6 ) between MM-GBSA scores and experimental pIC_50 or ∆G_bind.  Our attempt at replicating their data produced correlation of r2 ~ 0.3

· WS:  correlation of r2 ~ 0.3 is about what is expected in an average case using MM-GBSA with a co-crystallized starting structure and a congeneric series of ligands.  Our attempts at replicating the data and getting correlations of around 0.3 is in the range of expected values.    

· 0.3 correlation is a good result for MM-GBSA and much better than GlideXP.  Recall that GlideXP is simply a screen, because the GlideXP scores often show no correlation to ∆G_bind.  GlideXP has not been designed to predict energies.  It is designed to categorize ligands into active and inactive.  

· 0.3 correlation is better than no correlation, and can be an additional measurement to decide which compounds from a library to test experimentally.  MM-GBSA scores in conjunction with other measurements, visualizations, other data can be used together to rank the ligands and greatly reduce the number of compounds for which do experimental assays.  

· WS:  it makes sense that we got the exact same results for the Kohlman 2012 paper Kohlmann et al., 2012()
 because we are using the same version of the software.  
· Particular reasons why our correlation was not as good with the other two papers:

· Cardozo used a different software.  They used Macromodel, not Prime MM-GBSA.  Both run an MM-GBSA type of calculations, but they are very different implementations with different algorithms.  It would be expected that we would get different results.  
· Lyne used the same Prime MM-GBSA, but a much earlier version.  WS:  “parameters, software, solvent model change over time, and would cause changes in the results.  In general, the solvent models and algorithms have gotten better over time, but in some cases the results may be worse.  In the context of MM-GBSA being an approximate method, which treats the receptor as relatively rigid, does not include entropy, not explicit water molecules, the results we got make sense. 

· WS: The earlier version of MM-GBSA they used uses a very different version of the solvent model.  We can set a flag to use the earlier version 1.0 of GBSA (called SGB).   There is a very big difference between the old SGB solvent model and the current solvent model (VSGB version 2.0, has not been parameterized for binding energies, only parameterized for structure prediction).  But no guaranties that changing the solvent model back to SGB solvent model will fix things because there are many other differences between the different software versions.

· WS: The fact that the Lyne paper got better results with the same data set may be statistical coincidence.  Woody directly helped the Lyne group with this paper, and they had much larger data sets and simulations.  They may have chosen the best group of results to publish, but he did not say they “cherry picked” the results.
· WS:  Lyne used a python script that Woody wrote to do the Prime MM-GBSA calculations, which subsequently helped create the Prime MM-GBSA product.  It was an easy script to write because it involved calculating a minimization, then an energy for the bound and unbound ligand.    

· EK:  So there may be differences in the script they wrote

· WS:  because this paper has so few details [about methods] and because they only published a subset of the full data they tested, the reported results may be best case scenarios.  The real number is probably around a correlation of 0.3 or 0.4 r2, which is similar to what we got, what Schrodinger has gotten internally, and what other people have gotten as well.   Because of this, WS does not think we are doing anything wrong in trying to replicate the data. 

· How sensitive is Glide docking and MM-GBSA results to starting conditions?

· YES, it can be sensitive to starting conditions such as:

· How the protein was prepared

· Any important explicit waters in the active site

· Side chains that are not in the proper conformation, etc.  For example, a steric clash can cause huge difference in computed MM-GBSA energies.

· Glide is a very rough energy landscape, so any tiny changes in input can result in large changes in output.   WS: 9 times out of 10, should get about the same results with small changes in input, but 1 time out of 10, could get very different results. 

· WS:  main issue with docking and MM-GBSA is a sampling issue.  The methods do not comprehensively sample all the receptor/protein nor ligand pose conformations.  GlideXP does a good job of intelligently sampling within this huge conformational space, but it can’t sample everything.  Which makes the method susceptible to different starting conditions.  
· Ligand input conformation sensitivity

· Glide samples the rotomer states of the input ligands; so, theoretically, Glide only needs one reasonable input conformation, from which it generates the rest of the poses.  

· Glide does NOT sample bond angles.  While Glide samples dihedral angles, the lack of bond angle sampling causes some ligands to be affected by ligand input conformations.   One method they advise is to input about 5 different low energy conformation per ligand, with each conformation created by a different force field, which could create differences in the bond angles.  

· Multiple input conformations are available in the virtual screen workflow. 

· The Lyne 2006 paper did not use multiple input geometries.  

· Upcoming May 2013 release of Glide will include an option to automatically increase the ligand input geometry sampling.  Now, must do this manually.  

· There still is some “art” to doing these docking experiments and MM-GBSA binding affinity estimates.  While the algorithms are very sophisticated, they still are models that may only be correct given close to optimal protein starting structures.  

· WS:  If Glide gets the pose correct for, say, 70% of cases [for a series of ligands cross docked to a given receptor model], the 30% that were wrong could be incorrect because of many reasons.  For example:

· Protein induced fit affects not included

· Entropy

· Protein in wrong state (maybe, say ASP or GLU in wrong state)

· Always check ASP and GLU states.

· Sampling issue.  Maybe need to use multiple input conformations.  Like most things in our field, things come down to sampling and scoring.  Here, GlideXP would score correct pose better than the wrong output pose, but just didn’t sample it.  

· In general, choose the best scoring MM-GBSA for each ligand 

· Can have multiple output MM-GBSA scores for each ligand from different poses, etc.

· Can only compare MM-GBSA scores from docking to same receptor model.  If change the receptor model by, e.g., flipping an ASP, there is no way to estimate the energetic difference between flipping the ASP within the MM-GBSA workflow. 

· Follow up question: related to using MM-GBSA to compare scores between NAD+ in AB vs. AC pose.  The receptor models are slightly different, and thus the MM-GBSA scores could be very different because of changes in the receptor. ??

· WS:  May need to dock the ligands to various states of the protein receptor.  But once figured out the optimal protein receptor model for most of the ligands, you would run the docking / MM-GBSA screening of all the ligands in the same single receptor model, so that comparing apples to apples. 

· WS:  going through the protein preparation wizard completely is the best way to prepare the protein, including an optimization of the H-bonding network, and, recommended, a constrained minimization of the x-ray structure heavy atom coordinates.  The minimization reduces strain caused by the crystallization process, or because the x-ray structure does not have atoms in exactly the best place for the forcefield.  A clash of a few tenths of an Å can cause significant energy differences.  Recommended to let the protein relax into the framework of the forcefield.  

· Waters:  do want to include explicit waters that can’t be treated with implicit water model.  A little art here.  For example, if there is a water that H-bonds to the ligand or protein throughout the congeneric series, the implicit water model will not treat this correctly.  Part of the issue with the waters is what happens when a water molecule is displaces by the ligand.  WaterMap allows quantification of the energetics of this water molecule.

· Follow up:  can we get access to water map?  Do we even need this.  

· Lack of co-crystallized structure.  

· WS:  first thing to do is run induced fit docking with the lead compound in the series, to adjust the protein structure to be compatible with binding the ligands.  In general, when look at PDB structures, there are significant differences between apo and holo structures of the protein.   Go through standard IFD (induced fit docking)

· With the co-crystallized structures can get higher correlations.  But with a good homology model, can often build a model that is as good as the co-crystallized structure.  Really depends on the system.  Also can use SAR to see if the known important interactions are mapping onto the docked structure.  

· Molecular Dynamics?

· Are the various MD methods better?

· WS:  there is no evidence from Schrodinger internal studies and from academic papers that indicate that MD is better than induced fit docking at estimating binding affinity.  For many researchers, MD is just a part of their workflow,and they like running simulations.   

· DEShaw recommendation:  do not use MD to refine a homology model.  They have reported that long MD simulations with homology models causes the protein to drift away from the protein conformation that gives the best answers for docking and scoring.  

· WS:  there is some art and work to creating the the correct receptor model, and MD is not necessarily the best way.  

· WS:  people in the pharma industry in general do not use MD simulations for virtual screening or refining the protein model. 

· WS:  one type of sophisticate model that gives better ∆G binding results are free energy perturbation models.  With good force fields and with everything parameterized on the fly so no missing parameters.  But one simulation takes 150 CPU days.  
